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Cyclic polling-based dynamic wavelength and bandwidth allocation algorithm supporting differentiated
classes of services in wavelength division multiplexing (WDM) passive optical networks (PONs) is proposed.
In this algorithm, the optical line terminal (OLT) polls for optical network unit (ONU) requests to transmit
data in a cyclic manner. Services are categorized into three classes: expedited forward (EF) priority, assured
forwarding (AF) priority, and best effort (BE) priority. The OLT assigns bandwidth for different priorities
with different strategies. Simulation results show that the proposed algorithm saves a lot of downstream
bandwidth under low load and does not show the light-load penalty compared with the simultaneous and

interleaved polling schemes.
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Wavelength division multiplexing (WDM) passive opti-
cal network (PON) has been considered as an attrac-
tive solution for next gemeration broadband access net-
work due to their large capacity, strong security, and
high flexibility!]. Compared with the time division mul-
tiplexing (TDM) PONs such as Ethernet passive opti-
cal network (EPON)[Q] and gigabit-capable passive op-
tical network (GPON), WDM PON has two impor-
tant differences: it deploys several wavelengths for up-
stream/downstream transmission, and there are wave-
length selective components in the optical distribution
network (ODN). Therefore, the bandwidth allocation
problem varies from one dimension (time dimension)
to two dimensions (wavelength and time dimensions).
Clearly, the bandwidth allocation algorithms used in
TDM PONE! cannot be applied to WDM PON directly.

As yet, there are some wavelength and bandwidth allo-
cation schemes proposed by researchers. Associated with
wavelength assignment and leap foreword visual clock
algorithm, Qiu et al. proposed a media access control
protocol based on flow for WDM PONM. Kim et al.
proposed a dynamic ratio scheme in WDM PON with
loop-back scheme, where part of the downstream light is
used for upstream sourcel®. The drawback of this scheme
was that no statistical multiplexing between the optical
network units (ONUs) was possible. Kim et al. sug-
gested a batch scheduling algorithm for SUCCESS WDM
PONIS). Hsueh et al. proposed the scheduling algorithms
with quality of service (QoS) support for SUCCESS dy-
namic wavelength allocation (DWA) PON which em-
ployed DWA to provide bandwidth sharing across multi-
ple physical PONs[”. Kwong et al. proposed a WDM in-
terleaved polling with adaptive cycle time (IPACT) with
a single polling table (WDM IPACT-ST)[®l. In the WDM
TPACT-ST, transmission windows are assigned to ONUs
in a round robin fashion allowing them to transmit in the
first available upstream channel. Clarke et al. proposed
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the simultaneous and interleaved polling with adaptive
cycle time (SIPACT) algorithm for WDM PONP!.  In
the STPACT, ONUs can be polled simultaneously on sep-
arate wavelengths, and then interleaved polling can be
employed when it is not possible to poll simultaneously.
SIPACT provides statistical multiplexing for ONUs and
results in efficient upstream channel utilization. How-
ever, the drawback of this algorithm is that it reduces the
downstream link capacity when the load is light. And it
is not suitable for delay and jitter sensitive services or
service level agreements (SLAs) because of the variable
polling cycle time.

In this letter, we suggest a cyclic polling-based dy-
namic wavelength and bandwidth allocation (DWBA)
algorithm for differentiated classes of service for WDM
PONSs. It can eliminate or mitigate the light-load penalty
by using a cyclic polling scheme. The traffic is classified
into three classes and the classified queue information is
used to assign dynamic bandwidth to each ONU.

Figure 1 illustrates the cyclic polling-based algorithm.
At the beginning of each cycle, the optical line terminal
(OLT) assigns wavelength and timeslot for all ONUs ac-
cording to the following strategy.

1) The OLT calculates the bandwidth assigned to each
ONU by

N

Ri, Ri < Btotal
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where G; and R; denote the grant bandwidth and the
request bandwidth of the ith ONU, respectively, and
Biotal 1s the total bandwidth that can be allocated to all
ONUs in each cycle.

2) The OLT maintains a variable for every channel
that designates the time Tfljee for wavelength k& when the
next transmission is possible on that particular chan-
nel. According to the index number of ONUs, the OLT
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allocates a channel with the least Tflﬁcc
bandwidth to all ONUs in turn.

Then each ONU reports the bandwidth request fol-
lowing its transmission. After receiving all reports of
ONUs, the OLT turns into the next cycle. The cyclic
polling-based scheme is useful to support SLA control
parameters such as minimum bandwidth/timeslot and
maximum bandwidth/timeslot for every ONU. When
SIPACT is applied, the requested amount of timeslot is
allocated by the OLT. Furthermore, the request-related
timeslot allocation is necessary to compensate for the
drawback of the fixed polling time when the cyclic polling
scheme is applied.

An event-driven packet-based simulation model is de-
veloped using C++. Table 1 summarizes the parameters
used in the simulation experiments. Here, we set the
cyclic polling time (Tiycie) to be 2 ms, based on the SLA
for ONUs. Specification can be found in Ref. [10]. To
obtain an accurate and realistic performance analysis,
the synthetic self-similar traffic is generated. When the
traffic is generated to an ONU, the frames should be
buffered in the ONU until the ONU is allowed to trans-
mit the frames. The frame delay is defined to be the
time between the arrival from a traffic source and the
departure to the OLT.

and the assigned

Table 1. Simulation Parameters

Description Value
Number of ONUs N 64
Number of Wavelength
(Upstream) 4
Number of Wavelength
(Downstream) 4
Line Rate of
ONU Link 100 Mb/s
EPON Line Rate 1 Gb/s
Distance between
ONU and OLT 5 — 20 km
Network Traffic Pareto Distribution
Guard Time 1 us
Cyclic Polling Time Ttycle 2 ms
Maximum Cycle
Time of STPACT 2 ms
Tl guardtime scheduletime  scheduleitime
OLT'“RXIF s D W i 2
A 1A &8 :
Rxs| ) DZNTEE |\ DZEEED
N - N\ T iy,
/ AL {
H ! i ;
] ! L |
Py ! ‘\‘ |
g P18 / |
|\ fgmwm | R
g P8 ; !
| .
\ | ] |
IS -1 T S W i
T ‘ T
|

. RXz; g g |
<—— cycle N —><———cycle N+1—>

Fig. 1. Cyclic Polling-based DWBA algorithm.

Figure 2 shows the average packet delay for SIPACT
and the cyclic polling-based DWBA. From Fig. 2, it is
seen that the cyclic polling-based DWBA has a longer
packet delay than SIPACT under a low traffic load. It
is because the polling cycle time of SIPACT is adaptive
and is smaller than that of cyclic polling-based DWBA.

Figure 3 shows the available downstream bandwidth
for SIPACT and the cyclic polling-based DWBA. 1t is
seen that SIPACT consumes a lot of downstream band-
width by transmitting GATE messages to every ONU
at each polling cycle, because SIPACT allows a shorter
polling time than cyclic polling-based DWBA under a
low traffic load.

As to the cyclic polling-based DWBA, the downstream
bandwidth used by GATE message can be calculated by

Late
Bgate = N x =525 x

x 100%, 2
R cycle ’ ( )

where N is the number of ONUs, R is the total line rate,
and Lgate and Teycle denote the length of GATE message
and the polling cycle time, respectively.

The cyclic polling-based DWBA consumes 0.4096%
of the downstream bandwidth steadily. However, the
downstream bandwidth consumption of SIPACT is vari-
able with the ONUs traffic load. SIPACT consumes
almost 15% of downstream bandwidth under a low traf-
fic load. Namely, large downstream bandwidth is wasted
by GATE messages. This is the disadvantage of SIPACT,
while the cyclic polling-based DWBA shows better per-
formance.

Figure 4 shows the available upstream bandwidth for
SIPACT and the cyclic polling-based DWBA. It is seen
that the available upstream bandwidth of cyclic polling-
based DWBA is constant with various offered ONU loads.
However, that of SIPACT is various with different of-
fered ONU loads, because of the various polling time
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Fig. 2. Average packet delay.
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Fig. 3. Available downstream bandwidth.
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Fig. 4. Available upstream bandwidth.

of SIPACT. When the traffic load is low, the available
upstream bandwidth of cyclic polling-based DWBA is
much larger than that of SIPACT.

Subsequently, we will give the bandwidth allocation
scheme considering the class of service. Here, the ser-
vices of ONUs are classified into three priority categories:
expedited forwarding (EF) service supporting applica-
tions that require bounded end-to-end delay and jitter
specifications, assured forwarding (AF) service imple-
menting a traffic class for applications that are not delay
sensitive but require bandwidth guarantees, best effort
(BE) service providing a best effort traffic class. Each
ONU maintains three separate priority queues for dif-
ferent service classes. Packets are first segregated and
classified and then placed into their appropriate priority
queues. To support differentiated classes of services, a
priority-based scheduling scheme proposed in Ref. [11]
for bandwidth management and fair scheduling of differ-
ent traffic classes is employed in the ONU.

Now, we suggest a cyclic polling-based DWBA algo-
rithm using classified queue information. Let N be the
number of ONUs. The grant bandwidth G; for the ith
ONU is obtained as follows.

1) Let GFF denotes the bandwidth assigned for EF
priority services. A fixed bandwidth is assigned for EF
priority services regardless of whether there are frames
to be sent. Therefore, we have GI*F = BFF | where BEY is
the EF priority guaranteed bandwidth for the ith ONU.
Furthermore, the bandwidth of the EF priority services
is no more than the guaranteed bandwidth at any time.

2) Let GAF denote the bandwidth assigned for AF pri-
ority services. Because AF priority services are served
before BE priority services, the AF priority grant band-
width G2F is assigned as

N
GM = min| RM [ B —ZGEF LAF (3)
i — i total i ZN RAF )
i=1""

=1

where R is the AF priority request bandwidth for the
ith ONU.

3) Let GPE denote the bandwidth assigned for BE pri-
ority services. Then, GPE is obtained as

N
GBE = min (RFE, <Bmm - (G

=1

AF RPY
)enme) Y

where RPE is the BE priority request bandwidth for the

ith ONU.
4) Then, the total grant bandwidth G; is obtained as

G; = GPF + GAF 4+ GBE, (5)

In the simulation, we used the same parameters as
summarized in Table 1. There are three main modes
corresponding to the most frequent frame sizes: 64 B,
582/594 B, and 1518 B. For EF priority services, em-
ulation of a T1 connection is considered. This service
consumes 4.48 Mb/s of bandwidth. For AF priority ser-
vice, variable bit rate (VBR) video streams that exhibit
properties of self-similarity and long-range dependence
(LRD) is considered. For BE priority service, non-real-
time data transfer is considered.

The network performance of the cyclic polling-based
DWBA is compared with that of SIPACT when strict
priority scheduling defined in IEEE 802.1D is applied
to each ONU. From Fig. 5, we can see that the aver-
age packet delay of SIPACT is variable with the ONU
loads. As the traffic load decreases from moderate
to very light, the average delay increases significantly.
This phenomenon is referred to as light-load penalty.
From Fig. 6, it is seen that the average packet delay of
cyclic polling-based DWBA for EF priority class is con-
stant with various offered ONU loads. Furthermore, the
cyclic polling-based DWBA does not show the light-load
penalty.

Figure 7 shows the average delay jitter of a randomly
selected ONU at different loads for both SIPACT algo-
rithm and cyclic polling-based DWBA. It is seen that the
average delay jitter of cyclic polling-based DWBA is con-
stant and smaller than that of SIPACT algorithm when
the traffic load increases from moderate to very heavy.
Therefore, it is useful for predicting the delay property
of import service for end-users without considering the
load variation.
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Fig. 5. Average packet delay of STIPACT.
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Fig. 6. Average packet delay of cyclic polling-based DWBA.
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In conclusion, when the traffic load is low, the cyclic
polling-based DWBA algorithm for differentiated classes
of services can save a lot of downstream bandwidth with-
out showing the light-load penalty compared with the
SIPACT algorithm.
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